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Introduction

• First time getting University funding for supercomputing ($10 million)


• First time in a decade that an Arizona supercomputer made the Top500 (#388).


• As of this week, 117+ regular meetings (~1000 staff hours), for planning, executing, and 
maintaining the system


• The initial planned launch was Fall, 2021, with initial orders in Spring of 2021.


• The pandemic was a wrench.


• Sol's CPUs came online for researchers Fall 2022, and GPUs followed March 2023.


• Plan to expand in the future and avoid delays
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Why write a paper
• It is important to provide to the community as best we can 


• Our independent research relied on meetings with vendors and experts in this community


• A significant amount of time, money, and effort went into the system, and the contributions to the 
Practice and Experience in Advanced Research Computing should be discoverable in the peer-
reviewed literature


• One reviewer suggested it would be better to submit to an HPC or supercomputing conference... 


• The paper is our attempt at a community template


• The paper allows researchers to acknowledge via citation (easier to track than acknowledgements)


• Please contribute and allow others to cite and grow from your experience!



• All nodes have at least 
512 GiB of RAM (5 nodes with 2 TiB). 


• 112+5x nodes with AMD Zen3 dual 
socket Epyc 7713. Available since 
April, 2022.


• 56 nodes with 4x 80GiB A100 SXM4. 
Available since Feb. 2023. 


• 5 nodes with 3x 24GiB A30 PCIe GPUs


• 4 PiB BeeGFS array, 4 OSS, 2 MDS, 1 
MGT, eventual 90-day automatic 
purge policy


• All users get 100 GiB /home space. 
Project-based storage available (first 
100 GiB free, then $50 / TiB / year). 
Archive tape storage available 
(BlackPearl/Spectra Logic) @ $10 / TiB 
/ year [since Nov. 2022].


• 200 Gib/s Infiniband (2.3:1 
oversubscription rate)


• Open OnDemand access

Sol Overview



Open OnDemand Web Portal

• In use since 2019


• Invaluable game changer for 
providing HPC to the 
university, greatly simplifies 
onboarding and classroom 
support


• OOD2 launched with Sol
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Datacenter

• Iron Mountain Data Center (off-campus). 38 racks pictured (Mar. 2023), currently 41.

• Room for 80 racks.

• ASU has card access to area, and WiFi in the area (providing on-campus feel). 



• D2C liquid cooling for the CPU nodes, and each rack has a plumbed rear door heat exchanger.


• Liquid cooling will allow for adoption of latest and greatest as they're released


• Active monitoring of chillers with Grafana




Grafana Chiller Status



Thank 
you!


please read the 
paper for more 

details 

github.com/
ASU-KE/sol


