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Introduction

DELL EMC

United States

e First time getting University funding for supercomputing ($10 million)

e First time in a decade that an Arizona supercomputer made the Top500 (#388).

e As of this week, 117+ regular meetings (~1000 staff hours), for planning, executing, and
maintaining the system

e The initial planned launch was Fall, 2021, with initial orders in Spring of 2021.
 The pandemic was a wrench.

e Sol's CPUs came online for researchers Fall 2022, and GPUSs followed March 2023.

e Plan to expand in the future and avoid delays
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Why write a paper

e [t Is Important to provide to the community as best we can

e Our independent research relied on meetings with vendors and experts in this community

e A significant amount of time, money, and effort went into the system, and the contributions to the
Practice and Experience in Advanced Research Computing should be discoverable in the peer-

reviewed literature

e One reviewer suggested it would be better to submit to an HPC or supercomputing conference...

* The paper is our attempt at a community template

e The paper allows researchers to acknowledge via citation (easier to track than acknowledgements
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* Please contribute and allow others to cite and grow from your experience!
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4 MATLAB

CJSol Desktop

Jupyter (7734084)

Host: c006.sol.rc.asu.edu
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Time Remaining: 1 hour and 59 minutes

e Inuse since 2019

e Invaluable game changer for
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Welcome to the Sol supercomputer.

Use the navigation bar at the top to get started.

Message of the Day

- mputing
nversity

search

providing HPC to the Recently  Open X0N0 2
university, greatly simplifies Sol Supercomputer Jobs - 2023-05-28 to 2023-

onboarding and classroom
support

@ o0odO1.sol.rc.asu.edu

Y ¥ 0O % Incognito (2)

: File Edit View Run Kernel Tabs Settings Help
PR e O = * C (W arnold-numpy.ipynb X | A arnold-cupy.ipynb X [4 Launcher X |+ S
e OOD2 launched with Sol
S R Filter files by name Q
L,?lﬁ"’;ieiiiéﬂTi?;Zi?T“e’ o =/ Y| Notebook s
4 T = circmap(T,Omega,K)
fﬂltiﬁ:? mf'“ () S .— Name - Last Modified
B = T.get e
:2,_K : :g:Tis[EgnT'ﬁf??;:li;?;')iﬁ(%,&e*ml),np.11nspace(—3,3,6*N+1),1ndex1ng='1]') - DeSktOp 2 months agO - -
T = np.hstack((_T[:,1:1[:,::=-1],_T))
Lm0 % ™ Downloads  &months ago # Caffe m k P
3 plt.figure(figsize=(20,20)) ! !
J zt;:?;i;é\:«?f#?}:iminbma/z,vmax:ma/Z,cmap:mych) . export 2 months ago
CpEreelond) 41500, Bbox inchesctient) Python 3 caffe-1.0 cfdpy cfdpy- gpaw-22.1.0
plt.savefig('arno ongues.png',dpi= ,bbox_inches="tig - Ondemand g monthS ago (ipykernel) rapid523,02
R 9 months ago
W ch15_part... 2 months ago * ()
@ chebyshe... 3 months ago ()
W] Lorenz Dif... 3 months ago gurobi-9.5.1 pytorch-1.8.2 qiskit rapids22.10 scicomp
@ mymodul... 3 months ago
@ plot-sol-n... 2 months ago
W qiskit-de... 2 months ago \‘\ P 1
[ run.sh 2 months ago -
sleap-1.2.9 spikeinterface tensorflow-
B sol-scratc... 6 days ago gpu-2.10.0




XDMOD Hello, Sign In to view personalized information.

METHION OM OEMaAnD

Summary H Usage H About }

Duration: () Previous month~ Start 2023-04-01 [ End: 2023-04-30  [3 | & Refresh

'f' Quick Filters~
Activity Jobs CPU Time (h) Wait Time (h) Wall Time (h) Processors
Users: Pls: Total: Total: Avg (Per Job): Avg (Per Job): Total: Avg (Per Job): Max: Avg (Per Job):
231 110 408703 11,16438719 27.29 10.21 666.386.1 163 512 1
Total CPU Hours By Resource (Top 10) '~/ 7| Total CPU Hours by Job Size ()(2]
600k 600k B 55 - 128
b = B s -S
- - B o - 16
V) v
= 400k S 400k 129 - 256
O O
T~ ~ B 7 - 32
O O
200k 200k B
B 3 -4
, 5
ok ok BN 257 - 512
mM o M~ < mM o M~ <
o —_— —_ ~ (] — — ~
< < < < < < < <
o o o o o o o o



Datacenter

* [ron Mountain Data Center (off-campus). 38 racks pictured (Mar. 2023), currently 41.
e Room for 80 racks.
* ASU has card access to area, and WiFi in the area (providing on-campus feel).
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e + D2C liquid cooling for the CPU nodes, and each rack has a plumbed rear door heat exchanger.
e Liquid cooling will allow for adoption of latest and greatest as they're released

e Active monitoring of chillers with Grafana
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Grafana Chiller Status

G

= Home > Dashboards » Chiller Status «y <
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Thank
you!

please read the
paper for more
detalls

github.com/
ASU-KE/sol
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