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Run Open OnDemand

Access your organization’s NV
supercomputers through " N
the web to compute from &; -
anywhere, on any device.
Zero installation Easy to use
Run Open OnDemand entirely in Start computing immediately.
your browser. No client A simple interface makes Open
software installation required. OnDemand easy to learn and use.

&3 OnDemand

7\

Compatible with any device

Launch on any device with
a browser—even a mobile
phone or tablet.

openondemand.org/run



Install Open OnDemand

4 N O
Administer remote web access | ‘— - l
to your supercomputers to =4 [ 1 |
transform the way users U
work and learn.
\ %

Low barrier to entry

Empower users of all skill levels
by offering an alternative to
command-line interface.

Free and open source

Install Open OnDemand for free,
and gather knowledge from our
large open-source community.

&3 OnDemand

Configurable and flexible

Create and deploy your own
applications to meet your users’
unique needs.

openondemand.org/install
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Deployed Worldwide

openondemand.org/locations



Example Deployments

BSU s % ALTO JAY THE UNIVERSITY o

“nd Resaaren

- OF ARIZONA
e aws

THE UNIVERSITY OF

ALABAMA AT BIRMINGHAM ) .ﬁ}l "-;.| @ BROWN @ Bt rktlty
L J U/'\MS BERKELEY LAB X Ca IteCh
2?;‘:?;1‘1? CARDIFF BOSTATE B H UNIVERSITY OF
) UNIVERSITY ¥ CAMBRIDGE
W4 CAsE WESTERN RESERVE t[' i)
S|l UNIVERSITY EST. 1826 University D[
Clﬂ-‘iﬂﬂ‘ UIWEFS'“‘ CI N C I N NATI
& "y cincionati HOMAN GENETICS = ) @
Children’s (:LEMS.‘%N COLUMBIA  University of Golorado

vhrvers Ty UNIVERSITY Boulder

UNIVERLITY OF

Central Oklahoma

) ]
asioe BECHATMAN convio) WPl Don't see an
I Federal | o o o e
= otmene omusmes/DST < UF ﬁ:"é‘izibg organization?
San Francisco CRIVERSITY OF 3
Zoconcs GEORGIA Fi%‘%%héi% B ek T
SOUTHERN UNIVERSITY

UNIVERSITY "‘UNlVERSITY

@ ILLINOIS CHICAGO
wr 2 Google Cloud .
%v' F University of = unrves iy ’W

wniversityor okl HARVARD Houston Clear Lake 452" v, icm

Georgia Tech

The more the merrier!

Let us know any that

groningen UNIVERSITY —~o .
[OWA STATE fietorill Ku LEUvEN belong on the list
UNIVERSITY cho Nofional lcbemtory tgaho sigte U:rmrﬁlo

qflp IOH\b H{ }]’KT\]§

Instituut- UNIVER
% }[)21\-’&1‘\%[\ rof Lorentz kT ||_ HAL ) A\[E'ITE
entucky @ LEI—IIG UNIVERSITI
SN o @\HLAH ~ COLLEGE
% Vnirersy MEHPCC
% 1M1mmha Lsu @ lL\-UIX\IH ﬁ*ﬂg MEDICAL, "estemusems sece manmaarannonce
- COLLEGE -
UMN:EE:[}RIS]:I&% AMiCl‘OSOﬁ AZUre OF WISCOMNSIN - ﬁ\
s 3Mlcmway  McmoansTa
MONTANA THE COLLEGE OF
MISSISSIPPI STATE I NCSA Ey TCNJ NEW Jess e
UNSW | MONTANA o
g ‘‘‘‘‘‘ M STATE UNIVERSITY | No;{“,, |m RTH AR

&3 OnDemand

NDSU YR INAU

— NORTHERN /205, o 0 OLD DOMINION
NYULangone ARIZONA -.'- j) vortheastern
2 UNIVERSITY 5 University
@ 0 \— Health NUSCALE

Ohio Supercomputer Center
An QH-TECH Consoriium Member

THE OHIO STATE
NVIDIA. " verary

UNIVERSITY OF

¥4 Oregon State ~4 PennState OREGON
U-['lI‘t"l:.‘l":slt‘;-r OR[ ] o PITTSBURGH Ul'll\-'(.l"ullv of
Eﬂ?ﬁ.‘,ﬁveﬂ ‘lh suPER annlv.mm\( PlttS lll'gh

UNIVERSITA DI P1sa

PURDUE &/ QueenMay (Sl
gIuvCETeY  rencl RCCS

UNIVERSITY e _

2| Rockefller ROSWELL

RIT Rochester Institute % % PQJTGERS
of Technology

SDSC ik Seuttl%drens \. ‘& \g A fb
@ smuS

;\ SoUTH DAKOTA % USCUniversity of UMIVIRSITY O
S STATE UMIVERSITY \ Y Southern California =l g SOUTH CAROLINA :
Stanford

Gwitt SWOSU sPacex § %

Senthwenieen Okahoms Stals Uniy

.’/

SOUTHWEST RESEARSH IMETITUTE

THE UNIVERSITY OF
] SS
T rexastec B TENNESSEE . The Unwersﬂ'y' of Toxas

UNIVERSITY TRUB TEXAS A&M at San Antonio™
R Science and @ TFRERS A TR - h Tufts
Technology THE _ ITIT) UNLVERSITY

Facilities Council s u UNIVERSITY

S1liIE OF UTAH  of TExas a7 bALLas The
T, UNIVERSITY R ﬁ UNIVERSITY
\\I{I{II QHII
! WAYNE STATE 7/~ YIRGINIA

UNIVERSITY
WF’\EENINBEN
R H

nivERsITY & Researce  LIIVERSity of Wisconsin WestViriniaUniversity
EauClaire  Yale seVirginiaUniversicy

openondemand.org/orgs



. & OnDemand
Community Events

o

Tips and tricks calls Open office hours

Hosted by the larger Open Hosted by our development team,
OnDemand community, tips and Zoom open office hours are the
tricks webinars share best perfect opportunity to ask
practices for setting up and using guestions or make a suggestion.
Open OnDemand. They take place They are held on the second

on the first Thursday of every Tuesday of every month from
month at 1 p.m. ET. 11:15 a.m. to 12:45 p.m. ET.

openondemand.org/events



_ o

About-Open-OnDemand

Technical Details
Key Items of Note

Open Floor Discussion




&3 OnDemand

CLIENT SERVER FRONT END SERVER BACK ENDS
(Runs as Apache User) (Each Runs as an Authenticated User) .
. Per-User NGINX (PUN) | Requirements
Zero Install Functions ]

Requires only a
modern web browser

ae Passenger RedHat/Cent0S/Rocky/Ubuntu
n.dgb METE &R

Python Node. js

|
|
|
|
|
- | ~
1. User Authentication
| [
2. Reverse Proxy | NGIMX é
|
|
|

Software Collections repos

Lsof
@ Chrome , Interactive
Jobs Sudo
mozilla |
° ) 1
Firefox : | teractive HPC (iHPC) Nmap-ncat
Microsoft 1 1| VNC Server + Websockify m
e Edge : | cOMSOL Server TurboVNC
[ 1| Jupyter Notebook Server )
; | RStudio Server websockify
| I
[ I
1 I
1 I

. /




Enabled Applications

Abaqus
ANSYS
COMSOL
Coot
CSD
Galaxy
Grace
Grafana
Grid Engine
IDL
Jupyter

Kubernetes

LSF
Lumerical
Mathematica
MATLAB
Meshroom
NAGIOS
Octave
Open XDMoD
Ovito
Paraview
PBS Professional

QGIS

&3 OnDemand

RELION
RStudio
SAS
Shiny
Slurm
Spark
STATA
Tensorboard
Torque
VISIT
Visual Studio Code
VMD

openondemand.org/apps



&3 OnDemand

Customization

Apps~ Files~ Clusters~ Interactive Apps ™ a ondemand  Files  Jobs-  Clusters~  Interac ps* @ @Help~ & Logged in as jtcannon
AH [: '|'S AD&/AN[?E(?GRESSEAREHSCOMPUTING
. *1 \ TECHNOLOGY SERVICE
Ohio Supercomputer Center UNIVERSITY OF MICHIGAN
An OH-TECH Consortium Member OnDemand provides an integrated, single access point for all of your HPC resources.

. Message of the Day
Pinned Apps A featured subset of all available apps

o o Helpful Links
A\ * By your use of these resources, you agree to abide by Proper Use of =
# Information Resources, Information Technology, and Networks at the =
Jjupyter * University of Michigan (SPG 601.87), in addition to all relevant =
0SU Carmen * state and federal laws. http://spg.umich.edu/policy/6@1,07 *
]
Classroom Classroom 1Qmol Home
) RStudi Q oi OSU STAT 2480 textbook:
upyter tudio irecto . . .
Pyt Y The Analysis of Biological
System b
ata
System System Installed App System
Installed App Installed App Installed App
powered by OnDemand version: v1.7.14
Message of the Day OnDemand

openondemand.org/customization



&3 OnDemand

Desktop Example

Desktops

m [JHackathon Desktop
DnDemand -

Nsight Profiler Lab
OnDemand provides an integrated, Sil 3 openAcC Lab your HPC resources.

M OpenACC mini Weather Lab
flm VS Code Server

File System

Home

Hackathon Desktop version: v0.2.2

This app will launch an interactive desktop on one or more Hackathon Desktop (7475) m | | Running
compute nodes. You will have full access to the resources
these nodes provide. This is analogous to an interactive batch Host: g i3]
job- Created at: 2020-11-17 13:54:54 PST
Number of hours Time Remaining: 59 minutes

1 Session ID: f681b932-3804-491e-ad1d-988dcf6ad9ef

Number of nodes

Compression Image Quality
1
® )
Bc Num Gpus 0 (low) to 9 (high) 0 (low) to 9 (high)

1
Launch Hackathon Desktop View Only (Share-able Link)

0 I would like to receive an email when the session starts

* The Hackathon Desktop session data for this session can be accessed

openondemand.org/nvidia




&3 OnDemand

Release 2.1 - February 2023

Quick launch apps Support tickets

Include preset values to Menu item to submit to a site
launch with 1 click. help desk (Harvard).

Profile support Cloud storage

Includes group profiles, custom Interfaces to S3, Swift,
navbar, dashboard (Harvard). OneDrive, etc. (CSC - Finland).

openondemand.org/release
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&3 OnDemand

. : o . bt
A Dashboard ® A My Interactive X A\ Files App - f x @ paedwar@on X e Azure CycleCl: X I Lustreand HE X A&l collect_pbs x + [+ ] aW S
£ c & ondemand cloudapp.azure.com/pun/sys/dashboard/ * P @ L 'i :

ure Fil Jobs - Clusters = Interactive Apps nitoring = Help~= & Logged in as pasdwar L ]

A Azu reH PC On Dema nd openondemand.org/aws

OnDemand provides an integrated, single s point for all of your HPC r

openondemand.org/azure

£Y Google Cloud

e i Ty openondemand.org/gcp




Fugaku OnDemand

Fugaku Ondemand Interactive Apps~ @

Welcome to the
supercomputer Fugaku

P e || BLE
@ Center for
RIK=H R-CCS Computational Science

OnDemand provides an integrated, single access point for all of your HPC resources.

Pinned Apps A featured subset of all available apps

Interactive Apps

Jjupyter
;a-i
Remote Desktop Jupyter RStudio VSCode
Passenger Apps
A +4
ﬁ * [
Home Directary Active Jobs Job Composer Shell

Z—N—AYEa—% TEE] IIHIT3
HPC 23 X% A Web/H—%4)LOpen OnDemand DEA

g BIRNY T AR A E

WE: VEE) REDIIPC 7 7 2R OGN E LT, IPC 2 7 2%V 5 D OFiiALRIE 0w,
WOEZE S TAMT 2 TOEH IR FBRREVADPETERS. £, ITHETE, WFFHEREEES
CUT (Graphical User Interface) 77U ¥ —2 3 ¥ 2EH/ — F LTS5 29 EhTw 555,
ZOFMMEETH 5. 22T, ARTE HPC 7 5 2 2 OitREF AL AT T 5 Web K- %
b Open OnDemand % &) HAT 5. Z2oOHAEEHT LD, |5E THUWbBhTWAYaF
A% ¥ 2—7% Open OnDemand 2 SFHTE 2 7 X 74 OMEEIT- /. ARTE, 7H 72 0EL

Yol

1. FL&IC

FIEAERITEAT GHETREERZER > 2 — (R-CCS : RIKEN
Center for Computational Science) (1] 1, MACBIT2
P Ty FA—R—arPa—& e LT &) ##A
LTWws 2. £k, R-COSE VE5E) OREN:EIN L&
H57, LT — 4 ERFR{TS 7 VRA FEED
HLTws. B 1 1EE 2 YRR MREOBRS
BFRE. FURA FEEE, GPU 2R LE—FE
NERATYERBLE, — FTHRENS, a7 2y
Fa—I TG L SVRAFEEECRZY, TR
& Fujitsu Software Technical Computing Suite (Fujitsu
TCS) [3] THBDH L, F VKA M Slurm[4] TH
%, BT A7 LORNITHE LT, 2—FidEF Secure
Shell (SSH) 2HWTILHEO T 7 A >/ —Flcu &4 L,
HicFa FRr Fa—FRMOTHETAT AT a TR
A¥ 5.

VR 5 ¥ D HPC 7 7 A2 &R 572801213, Shell
124 % CLI (Command Line Interface), SSH O#E<7 0
LR AR OBER, Ya ATV a— T Y OHERA
FETH L1, HLHHECE 2>TEHAR BRIV ENS
MR B 5. K, WETE, MERPEREETES GUL
(Graphical User Interface) 7 70— a »% HPC 7 7
Vy—2are LTfEEEs 229 EhTWE, 2
DEIBTFYVr—a»®OPC 7 7 A% LCifESE

BLPRETERT G RRRERFTE o 22— SRR T et A R
W] 7-1-26
) masahiro.nakao@riken.jp

© 1959 Information Processing Society of Japan

71 123511 % Open OnDemand OFIMIFIZ oW TR S,

Fugaku Prepost environment
Nodes :8

CPU : Intel Xeon Gold 6240 x 2
Memory : 192GB

GPU : NVIDIA Tesla V100 x 2

1 (a2 FUEA FRBEOBER

AFMIEEHETH 2. A, JupyterLab @ X 572 Web
N=2ADT7 TV r—rarOhf, KOLIHILTIHE 7
V= a RIS CUL TS5 HENH 5.
(1) SSHTuZ 4>/ —FicuZ4r§5. (2) Yarlz
P2 —% % LT JupyterLab #2il5 / — ¥ ECET¥
5. (3)FHE/ —FD 1P 7 FLA ¥ JupyterLab 31§
BE— MEERIIGT S, (4) WIFLETP 7 FLAE H—
FESIZSSH bR U ¥ S To—dlR— b e fid 5.
(5) B—HAA—FE Web 72 UHFTHL. LI,
ZLOTFMEET 2EITRL, chbofficianmntL
Rk S BT H 578, GUIICHA L2 —Fick 5 TR
iy o Tuna,

ARTIXAPC 7 7 A% H® Web 2 — 4 7 Open OnDe-
mand[5] % V&) EAF 5. Open OnDemand % flv
%k, SSH Tkl < Web 77 v¥H e MIPC 7 7 A2 Dl
REHREAATES. S50, HPC Y SAXDGH Y —
F LTE{E4 5 GUI 7 70 r — a > Oxfibi s % i
BZHEfTTE&B. ZZT, Open OnDemand i3bE% 7227

openondemand.org/fugaku

nDemand
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ldaho National Lab

Average Number of Days Between Account
Creation to First Job Submission

—— Open OnDemand made
available to part of the userbase

~"" Open OnDemand made
available to all users

19 times shorter

In days between account creation
and first job submission
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1300

1250
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&3 OnDemand

3.7% drop

In power used during an unscheduled

Open OnDemand outage

Datacenter Power Usage

Two weeks before Open Ondemand outage
—— 0One week before Open Ondemand outage
Open Ondemand outage

—— One week after Open Ondemand outage

openondemand.org/idaho



An\/ DEVice, An\/Where & OnDemand
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80°F -© ‘& EasyEntry

PASSENGIN
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& ondemand.osc.edu/pun/sys/dashboard/

Ohio Supercomputer Center

An OH-TECH Consortium Member

jes an integrated, singlé access |

Message of the Day

2022-06-08 - System Downtime June 21, 2022

Goto dats oscedy

ystems is scheduled from 7 am 10 9 p m., Tuesday
and Owens Clusters, web
poftals, and HP y 03¢ e0u) and slale-wide bcenses Jobs Efficiency  Open XDMoD B
" Report - 2022
will be available o S
b1 05-14 10 2022-06-13

begin holding

100.0% efficient 0.0% ineffcent
clusters will be he

returned to production status ===
30 1otal jobs
2020-03-16 - OSC Classraom Support

CLASSROOM RESOURCES FOR DISTANCE LEARNING

1f your class has lost of kmited access 1o computef |aba, the Otie ercomputet

Center might be able 10 heip by providng no< y&1 access 10 cloud ting

resources. Classes and workioads of any [ ac C's welr

browser intetface to its substantial Linus 5y NOVICE LTS  efficient 0.0% inefficent
with virtual deshops preioaded with apphcal uch as MATLAS, RStuda, of

Jugyler Notebook

oo
As an example. an OSU undergrad statistics ¢ ecently used Pads 10 remotely 1otal core hours
access on OSC systems We can pr online demonstrations of
evaluations and potentialty add addtonal soltware packages

on AR s Sae

openondemand.org/tesla



WEB PORTALS

Open OnDemand aids engineering
school's supercomputing curriculum

] L a i vy

In 2019, the Milwaukee School of Engineering
(MSOE) unveiled a major addition to its campus:
the Dwight and Dian Diercks Computational
Science Hall, featuring Rosie the supercomputer.
The facility opened in the wake of the launch of
MSOE'’s bachelor’s degree in computer science,
with a curriculum focused on the growing field of
artificial intelligence.

Alumnus Dwight Diercks, who along with his wife
Dian donated $34 million for the facility, has worked
for the technology company NVIDIA since 1994 and
today serves as its senior vice president of software
engineering. MSOE worked closely with the
company on assembling the necessary hardware
and software for the supercomputer, which
features NVIDIA graphics processing units (GPUs).

NVIDIA recommended that MSOE adopt
Open OnDemand, an open-source high
performance computing portal developed
by the Ohio Supercomputer Center (OSC).
Open OnDemand is used by researchers and
college students around the world to access
supercomputing resources anywhere from
any device.

Derek Riley, a professor and program director
for electrical engineering and computer science

at MSOE, reports that most of the jobs run on
Rosie use the Open OnDemand portal. MSOE
established the supercomputer primarily as
ateaching tool for undergraduates studying
machine learning and data science, and Open
OnDemand has made it easy for them to directly
access Rosie, Riley said. Students can avoid time-
consuming technical setups and instead gain more
experience using the supercomputer to answer a
variety of scientific and engineering questions.

“It can’t be overstated how important it is for
students to focus on the problems we want them
to learn,” he said.

MSOE'’s approach to supercomputing also
reflects the work environment that many
students will find themselves in after graduation,
as most employers have engineering teams

that handle the more technical aspects of
supercomputer setup and maintenance while the
data scientists conduct analyses, Riley said.

Not only has Open OnDemand been beneficial for
undergraduates to use, but MSOE’s own system
administrators have found it easy to learn and
manage, Riley said.

“We've had a really great experience using it—
we've been really happy with it,” he said. “We've
been able to use it primarily out of the box, and
it's the main entry point for students and faculty
to the cluster.”

Read and share online: osc.edu/r22/msoe

Above: Rosie the supports the
ch

1 of Engineeri

OHIO SUPERCOMPUTER CENTER

“In order to learn from millions and millicns
of chemical structures, we need a lot of
computational power,” Ning said.

The Ohio Supercomputer Center (OSC) is integral
to the project. Each model requires the use of
one graphical processing unit (GPU) and 96 GB of
RAM for the data generated, Ning noted.

Alumnus Dwight Diercks, who along with his wife
Dian donated $34 million for the facility, has worked
for the technology company NVIDIA since 1994 and
today serves as its senior vice president of software
engineering. MSOE worked closely with the
company on assembling the necessary hardware
and software for the supercomputer, which
features NVIDIA graphics processing units {GPUs).

Accelerating drug discovery with Al

W BIOLOGICAL SCIENCES | A INVENTION/DISCOVERY

Xia Ning has a large portfolio of research projects
at The Ohio State University that focus on
understanding how artificial intelligence can be
used to solve issues in health care.

Discovering new drugs to treat disease is one
of Ning’s goals. Traditional research methods,
which call for lengthy trials with animal models,
have disadvantages.

“To find a single drug is costly and time
consuming,” said Ning, an associate professor
who holds joint appointments in Ohio State's
College of Medicine and College of Engineering.

Ning is drawing on her expertise in computer
science and biomedical informatics to create a
new path to drug discovery. Her lab examines
millions of small molecules and uses that
information to create novel models that could be
strong candidates for drugs.

“In order to learn from millions and millions
of chemical structures, we need a lot of
computational power,” Ning said.

The Ohio Supercomputer Center (OSC) is integral
to the project. Each model requires the use of
one graphical processing unit (GPU) and 96 GB of
RAM for the data generated, Ning noted.

Compared to the conventional central processing
units (CPUs) researchers may use in their labs,
GPUs offer a significant boost in computing power.
OSC features GPUs across its systems to allow
clients to efficiently process large amounts of data,
and consistently upgrades its hardware to ensure
access to the most cutting-edge technologies.

Those computing resources have helped Ning
reach important milestones in her drug discovery
work. Research findings from the project have
been accepted for publication in the prestigious
journal Nature Machine Intelligence and also
have attracted new grant funding to the lab.

Ning has been a heavy user of high performance
computing centers since her days as a faculty
member at Indiana University. She joined Ohio
State in 2018.

> ARTIFICIAL INTELLIGENCE

“The first thing | did here was look for similar
resources,” Ning recalled. “I didn’t think about
having my own cluster—that would have taken
me a lot of effort.”

In addition to OSC's capabilities and technical
support, Ning appreciates its availability to her
lab members. OSC offers Open OnDemand,

an interface funded by the National Science
Foundation that allows users to remotely access
the Center resources online from any device.

“{0OSC) provides a very nice Open OnDemand tool
that we can access through the web,” Ning said.
“| believe all of my students are using it. It's very
easy for us to use, and we don’t need to worry
about maintenance or software installation.”

Ning also employs OSC for teaching Python
programming in her biomedical course. The
Center creates a class project through which
her students can quickly access computational
resources and see results immediately through
the OSC web portal, she said.

Over the next year, Ning will continue to work
with OSC on the drug discovery project, as well
as on research on predicting peptides that could
be used for vaccine development.

“As long as we're doing research,” Ning said,
“we'll rely on OSC.” ¢

Website: u.osu.edu/ning.104

0 active compounds B
0 selective compounds
@ x-selective compounds @ €1

Figure: Al and larg [ ing enabling
multi-purpose drug discovery.

OHIO SUPERCOMPUTER CENTER
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