Open OnDemand, Open XDMoD,
and ColdFront: An HPC center
management toolset

Welcome! Willkommen!

Tutorial presented at ISC 2023 by staff from:
Ohio Supercomputer Center

University at Buffalo Center for Computational Research

IF YOU HAVE NOT ALREADY DONE SO,
PLEASE FOLLOW SETUP INSTRUCTIONS!

https://github.com/ubccr/hpc-toolset-tutorial

Ohio Supercomputer Center
An OH-TECH Consortium Member

University at Buffalo

Center for Computational Research



https://github.com/ubccr/hpc-toolset-tutorial

University at Buffalo

Ohio Supercomputer Center ,
Y8 | Center for Computational Research

An OH-TECH Consortium Member

In-Person Tutorial Staff:

Brian Guilfoos, OSC
Ryan Rathsam, UB
Dori Sajdak, UB

Contributing Tutorial & Product Dev Staff:

Andrew Bruno, UB David Hudak, OSC
Alan Chalker, OSC Matt Jones, UB
Andrew Collins, OSC Andrew Stoltman, UB
Robert DelLeon, UB Jeff Ohrstrom, OSC

Trey Dockendorf, OSC Joseph White, UB




University at Buffalo

Ohio Supercomputer Center ,
Center for Computational Research

An OH-TECH Consortium Member %

Agenda

® Tutorial Goals

® Brief intro on all three products

® Tutorial technology & getting help
* Part 1. ColdFront

* Part 2: Open OnDemand

®* Break: 11-11:30am

* Part 3: Open XDMoD

®* Post Workshop — utilize the slack channel, attend the
OnDemand User Group “Birds of a Feather” session
Wednesday at 3pm, visit the
OnDemand booth
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Tutorial Goals:

®* Provide participants with an introduction to each product

®* Demonstrate the features that allow the products to work
together

®* Give participants a cluster in a container to practice using
these products

®* Supply participants access to the developers of these
products as a resource for questions & help
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ColdFront — Managing Access

® Used as the source of record in an HPC center to ensure
security & continuity of the systems

®* Provides center staff ability to manage center resources & who
has access to them

®* Portal for users to manage their access to center resources &
report on their research

®* Plug-ins for job scheduler (Slurm), central authentication, job
statistics (XDMoD), OnDemand, that enable automation of
access to or removal from resources

®* Reports for center management to demonstrate the center’s
impact (publications, grants, research output)
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Open OnDemand — Easy Access

* Web-based portal for accessing HPC services that
removes the complexities of HPC system
environments from the end-user

Includes:
* Files app for upload/download & editing of files
* Terminal app (no need for separate SSH client)
* Job app to create/edit/submit/monitor jobs

* Interactive apps to run GUI applications. Users
can create and share apps. Centers can publish
apps for all users
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Open XDMoD — Usage & Performance Metrics

* Tool that aggregates job data & system performance
metrics to inform system users, system staff & center
decision makers

* Web portal providing job & system metrics, including
utilization, quality of service metrics designed to
proactively identify underperforming system
hardware and software, and job level performance
data for every job

* Role-based access to data with different levels of

granularity, including job, user, or on a system-wide
basis

* |Ingest OnDemand logs into new OnDemand realm in
XDMoD
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Tutorial Container Architecture

HPC Toolset Containers

__________________________________________

Requirements: https://github.com/ubccr/hpc-toolset-
tutorial/edit/master/docs/requirements.md

S I Feooamd Clone the Github Repo:
: 5 > : T cpn0’ ! git clone https://github.com/ubccr/hpc-toolset-tutorial
| = = = e ANEN :
| slurmdbod slurmetid L i E | cd hpc-toolset-tutorial
I A A T I
: cpn02 ! ./hpcts start
| {:t é'_';'_:{:‘t . | EI * The first time you do this, you'll be download ~20GB worth of containers
| 0 0 S 1 E e from Docker Hub. This can take a long time depending on your network
' mongo mysql frontend ! speeds. After downloaded, the containers are started, and services
| A s A s  Port - 6222 launched.
. 5 5 : LDAP :
: i 4 I
: -II II- -II II- -II;II- -IIEII- :
o i F - 1 E 1 E 13E | WARNING!!! DO NOT run these containers
: xdmod coldfront ondemand  DexldP | on production systems. This project is for
: : educational purposes only. The container
bort— 3443 |Port— 5554 images we publish for the tutorial are

Browser

configured with hard coded, insecure
passwords and should be run locally in
development for testing and learning only.
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Tutorial Walk Through

https://qithub.com/ubccr/hpc-toolset-tutorial

Keep the applications page open for easy access to account

usernames/passwords and portal URLS:

https://github.com/ubccr/hpc-toolset-tutorial/blob/master/docs/applications.md



https://github.com/ubccr/hpc-toolset-tutorial
https://github.com/ubccr/hpc-toolset-tutorial/blob/master/docs/applications.md
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Get“ng Help Channels

coldfront
« Join the Slack organization for the tutorial

F general

https://tinyurl.com/hpctoolset # isc23

« What to do if you're having a technical problem: - ondemand

. , 3 tutorial staff
Slack us or raise your hand & we’ll do our best to help out =

xdmod

« Remember: all of this is available after the tutorial so you can just sit

back and watch



https://tinyurl.com/hpctoolset
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What i1s ColdFront? @;‘

HPC resource allocation management system
Integrates with 3" party apps for automation & access control

Intuitive Portal for users, system admins, & center staff
Self-service project management for faculty, ROI data collection for you

Source of truth for your center

Centralized info, better security, customized for your workflow and policies

Open source, written in python, extensible with

Ohio Supercomputer Center
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Center Policies

Allocations

HPC Center Resources
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Servers &
Clusters

Software

Scientific

Instruments

Cloud

Access Control

UNIX/AD Groups @'

Slurm Accounts

Database
Accounts

Homegrown
Scripts

Proprietary Software

?Demand mMOD

ORACLE

AyNebMO

openstack.
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Why We Developed ColdFront:

old

- System Administrators wanted:

« More automation, less manual error
* One location for access management of all resources
* Allow Pls to self-service their access to resources

ront

O\ —

Center Director wanted:

« To require Pls to update project info annually
« Consistent reporting of publication & grant info
» Easy displays of usage for annual reporting
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ColdFront — 3 Major Parts

Resources
Anything you want to control access to and/or monitor usage of

Allocations
Determine what resource an account has access to & for how long

Projects

Contain project info, users, allocations, & reportable
data (publications, grants, etc)
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Resources

« Resources might include:

» clusters, cluster partitions, storage platforms, cloud, servers, scientific instruments,
databases, software licenses

« Resources have attributes

* Some might restrict access & tie into plugins for automation:

* Cluster config options — Slurm plugin

* System access or filesystem access restricted by UNIX group - FreelPA plugin
* Some might be informational:

* End user license agreements

* Warranty expiration dates

 Metadata allow for fine grain control
* Is the resource private or public?
* Available only to certain users/groups?
* Is the resource a child resource of a larger (parent) resource?

» The attributes set on resources are inherited by allocations
« These attributes are customizable
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Allocations

« Determines what resource a user account has access to & for how long

« Allocation attributes may set limits, restrict access, and/or tie into the ColdFront plugins.
Examples include:

* Slurm account name

* Total number of CPU/core hours allowed
* UNIX group

* Storage quota

« Allocation Change requests allow requesting & updating attribute values
* Allocation attributes are customizable

 Allocation metadata includes start & end, creation & last modified dates, status,
description, associated resource(s) & justification

« Users emailed when end date is imminent — configurable time spans

» If allocation isn’t renewed & expires access to the resource is removed for
everyone on the allocation
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Projects

* Project = users, allocations for resources, reportable data (publications, grants), project
attributes, description, field of science

* PIs (group manager) can request allocations for resources, add/remove users on their
project & allocations, upload research info, complete annual project review, view group
usage

* Role based logins allow for:

 full project access for Pls
« additional capabilities for managers assigned by PlIs,
« read-only views for users,
« HPC center staff have access to tools for:
- Allocation review, approval, & configuration
- Annual project review approval
- Other policy-driven tools
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System administrator views of allocation requests

Allocation Requests

Date Requested/
# Last Modified Project Title  PI Resource Project Review Status Status Allocation Actions

1 Apr. 01, 2021 my project cgray cgray (cgray) hpc cluster (Cluster) New

Allocation Requests & Change Requests Can be Viewed by System Administrators
Allocation Change Requests

For each allocation change request below, there is the option to activate the allocation request and to view the allocation change's detail page. If a change

request is only for an extension to the allocation, they can be approved on this page. However if the change request includes changes to the allocation's
attributes, the request must be reviewed and acted upon in its detail page.

# Requested Project Title Pl Resource Extension Actions

24 Jan. 13,2022 Testing Storage 1 Dori Sajdak (djm29) ProjectStorage (Storage) 60 days

27 Jan. 14, 2022 Testing Storage 1 Daori Sajdak (djm29) BudgetStorage (Storage) 60 days
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Annual Project Reviews

Reviewing Project: Test Project

. . . . CCR requires faculty to review their project information annually in order to renew their group’s accounts. The information provided by researchers is
You cannot request a new allocation because you have to review your project first.

compiled and used to help make the case to the University for continued investment in CCR. Up-to-date and accurate information is crucial to our
success. Questions? Contact us

Please update the following information:
You need to review this project. Review Project

1. Verify your project description is accurate
2. [ Add Publications
3. Add Grants

T t P . 't 4. [ Verify the user accounts in your group and remove any that should no longer have access to CCR resources

Grants Last Updated: Sep. 11, 2018

Publications Last Updated: Sep. 11, 2018

Users in project:

& Manage Project

Reason for not updating project information*

If you have no new information to provide, you are required to provide a statement explaining this in this box. Thank you!

Completed Annual Project Reviews Can be Viewed by Center Director and System Admins

Pending Project Reviews

Date Review Grants Last

Publications Last Reason for not Updating
Project Title Submitted Pl Updated

Updated Project Project Review Actions

My Test May. 13, 2021 Dori Sajdak ~ May. 13,2021  May. 13, 2021 Mark Complete
Project (djm29)
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Center Directors can better demonstrate the
center’s impact

* Collect publication & grant info

* Research output — other work product

« Enforce annual updates of info — project
description, field of science

e Other ROI information?

M Mational Institutes of Health (MIHY: $204,138,700 (93)

Mational Science Foundation (MSF): 36,283,804 (121) Department of Energy (DOE): 548,513 243 (19) B User Entered Publications
Other: $16,838 729 (V) Department of Defense (DoD): §8,455,895 (15)

Mational Aeronautics and Space Administration (MASA) 54,001,872 (7] 2007

Mew York State Department of Health (DOH): 53,020,564 (1) 280 *%

Empire State Development's Division of Science, Technology and Innovation (NYSTAR ). $1,028,724 (2) ﬁ: E

Empire State Development (ESD): §1,000,000 (1) Mew York State (MNY3): $746 245 (11) 2204 ;5

ol
1804
Grants Total: $375,027,785 o]
Grants Total Pl Only: $179,766,536 ]
Grants Total CoPl Only: $152,122,982 i:
Grants Total Senior Personnel Only: $43,138,217 20

1886 2002 2005 2008 Yefﬂ 2014 2017 2020

Total Publications: 1979




University at Buffalo

Center for Computational Research

Ohio Supercomputer Center -%
An OH-TECH Consortium Member

Extensible plug-in architecture
allows for Integration of

nearly anything!

I OpenID QF[@G!PA

DDDDDDDDDDDDDDD



University at Buffalo

Ohio Supercomputer Center ,
Center for Computational Research

An OH-TECH Consortium Member %

Integrations

Plug-ins (Django Apps)

« OnDemand

« XDMoD

e Slurm

« Mokey/Hydra OpenlD Connect (ldentity Management)

* FreelPA (LDAP/AD)

« Other plug-in examples

« Other 3" party APIs should be added as a new plug-in (Django app)

Community Plugins:
OpenStack _
Courtesy of:

Keycloak User Search New England Research Cloud
Starfish Harvard FAS Research Computing Group



https://github.com/ubccr/coldfront/tree/master/coldfront/plugins/ondemand
https://github.com/ubccr/coldfront/tree/master/coldfront/plugins/xdmod
https://github.com/ubccr/coldfront/tree/master/coldfront/plugins/slurm
https://github.com/ubccr/coldfront/tree/master/coldfront/plugins/mokey_oidc
https://github.com/ubccr/coldfront/tree/master/coldfront/plugins/freeipa
https://coldfront.readthedocs.io/en/latest/plugin/
https://github.com/nerc-project/coldfront-plugin-openstack
https://github.com/nerc-project/coldfront-plugin-keycloak
https://github.com/fasrc/coldfront/tree/master/coldfront/plugins/sftocf
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ColdFront Technology

Hardware Requirements?
- Very lightweight, minimal disk space, 1

« Requirements: Python 3.6+ CPU. little RAM
Uses the Django web framework - CCR production instance is a VM w/2
VCPUs & 8GB of RAM (of which almost
- Recommend ‘pip’ for easy install nothing is in use!)

« What you’ll need for production:

* Gunicorn

« MariaDB/MySQL, PostgreSQL, or SQLite
« Django Q (gcluster)

» redis

* nginx (recommended)

« SSL (strongly recommended)

https://coldfront.readthedocs.io/en/latest/deploy/



https://www.djangoproject.com/
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Tutorial Steps:

* Pre-seed the database: This creates different user roles and access, creates a new cluster resource, and sets up a

project for our Pl user. These steps are detailed out in the repo instructions should you want to go through them yourself later

« As Pl user: add a user, conduct project review, request allocation change & request allocation

renewal
» As the center director user: check out Project Review process, view other menu options

« As sys admin user, review allocations & allocation change requests and sync with Slurm

« As the Pl user, run a batch job, then click on OnDemand logo to move to next part of tutorial



Contact Info:

Dori Sajdak - dim29@buffalo.edu

https://coldfront.io

More about UB CCR:
https://buffalo.edu/ccr

https://twitter.com/ubccr

Ohio Supercomputer Center
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Why Run Open OnDemand?

Zero installation Easy to use Compatible with any device
Run Open OnDemand entirely in Start computing immediately. Launch on any device with
your browser. No client software A simple interface makes Open a browser—even a mobile
installation required. OnDemand easy to learn and use. phone or tablet.

4 )

Access your organization’s supercomputers through the
web to compute from anywhere, on any device.

openondemand.org/run
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Why Install Open OnDemand?

Low barrier to entry Free and open source Configurable and flexible
Empower users of all skill levels Install Open OnDemand for free, Create and deploy your own
by offering an alternative to and gather knowledge from our large applications to meet your
command-line interface. open-source community. users’ unique needs.

4 )

Administer remote web access to your supercomputers to

transform the way users work and learn.
\ J

openondemand.org/install
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Example Deployments
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Community Events
e
Tips and tricks calls Open office hours ISC23 Booth / BoF
Hosted by the larger Open Hosted by our development team, Visit the Open OnDemand booth (#E524)
OnDemand community, tips and Zoom open office hours are the
tricks webinars share best practices perfect opportunity to ask questions Attend our User Group BoF,
for setting up and using Open or make a suggestion. They are held Weds (May 24)
OnDemand. They take place on the on the second Tuesday of every 3:10-4:10 p.m.
first Thursday of every month at 1 month from
p.m. ET. 11:15a.m. to 12:45 p.m. ET.

openondemand.org/events
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Need Support?

[E

Discuss on Discourse Documentation

The Get Help thread on our Discourse Our documentation outlines

forum features user and admin installation steps, app development
qguestions and answers. Browse guidelines, release notes, and more.
recent questions or leave one of your Search for a specific topic or browse
own. for general info.

openondemand.org/support
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Demo Topics

Dashboard landing page Viewing active jobs
File management Interactive applications
Batch jobs / job composer Dashboard profiles

openondemand.org/demo
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Overview Outline

* Introduction

* Overview of Open XDMoD
« XDMoD Portal
« Measuring Quality of Service
« Measuring job level performance
 Integration with Open OnDemand

« Open XDMoD Demo
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Who Am 1?

« Scientific Programmer
 Been a part of the XDMoD Team for 8 years

« Security Advocate and Application
Security Specialist

XDMoD

METRICS ON DEMAND
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XDMoD: Metrics on Demand

 Comprehensive framework for Cl system management
 HPC Jobs, Storage, Cloud, and Networking

* Understand and optimize resource utilization and performance
Provide instantaneous and historical information on utilization :W' e —
Measure Quality of Service of Cl systems and applications B
Measure and improve job and system level performance SiE T nw S e S

Inform computing system upgrades and procurements

« ACCESS XDMoD tool M mml
5 mPH I ﬂ.,u”

* Analytics Framework for XSEDE/ACCESS

- Open XDMoD*: Open Source version for Cl centers =
« Used to measure and optimize performance of Cl centers
« 400+ academic, governmental, & commercial installations worldwide

55 ://open.xdmod.org/

METF!II:E ON DEMAMND

XDMoD Portal

!..JQ!!!!
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Benefits for Stakeholders

- Pl and End User
« Account management, resource selection, application tuning, improved throughput
- Systems Administrator
» System diagnostic and performance optimization, application tuning
- Computational Scientist
» Tool to facilitate work with end-users to improve job performance and throughput
- Cl Center Director
« Comprehensive resource management and planning tool
* Return on Investment Metrics
- External Reviewer
» Tool for data driven review for verification of best practices
and project goals
- Senior Leadership
- Measure the effectiveness of supported programs

XDMOD - Inform deployment of future systems to fulfill unmet need

METRICS ON DEMAND
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Why Improving Cl Performance Matters

- Cl systems are oversubscribed
* Improving application or system performance improves overall job throughput
* Free’s up otherwise wasted CPU cycles for useful work

- Small improvements in performance can have high impact

« Every 1% increase in system performance on the resources provided through XSEDE translates into
the abllity to allocate an additional 101 M CPU hours annually

» Corresponds to a savings of $5M*

XDMoD

METRICS ON DEMAND
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Easily Obtain Utilization Metrics

CPU hours consumed by campus units

CPU Hours Consumed by Decanal Unit

Resource = ub-hpc

SCHOOL OF MEDICINE AND BIOMEDICAL
SCIENCES =T
83 404.8 —

Unknown —
213,697.7

SCHOOL OF PHARMACY AND

PHARMACEUTICAL SCIENCES

219,828.5
VPR CENTERS

290,314.5
——— SCHOOL OF ENGINEERING AND APPLIED

SCIENCES

CENTER FOR COMPUTATIONAL RESEARCH 14,804,070.0

306,562.3

SCHOOL OF PUBLIC HEALTH AND ~
HEALTH PROFESSIONS

770,131.1
EXTERNAL NON-UB
1,625,118.9

/
COLLEGE OF ARTS AND SCIENCES '
13,724,653 .1

N SCHOOL OF ENGINEERING AND APPLIED SCIENCES Il COLLEGE OF ARTS AND SCIENCES I EXTERNAL NON-UB

[ SCHOOL OF PUBLIC HEALTH AND HEALTH PROFESSIONS CENTER FOR COMPUTATIONAL RESEARCH Wl VPR CENTERS
I SCHOOL OF PHARMACY AND PHARMACEUTICAL SCIENCES W Unknown SCHOOL OF MEDICINE AND BIOMEDICAL SCIENCES
I ROSWELL PARK INSTITUTE

METRICS ON DEMARND 201 301-01 1o 201 3123 Sre: HPcDB. Powered by XD Mo/ Highe harls



i University at Buffal
Ohio Supercomputer Center niversity at Buffalo

An OH-TECH Consortium Member Y8 | Center for Computational Research FACCESS;

W Metrics -
O

Drill Down for Greater Detall
CPU hours and jobs by Engineering Department

CPU Hours and Jobs by Dept in Engineering

Number of Jobs
Ok 10k 20k 30k 40k 50k 60k 70k 80k 90k 100k 110k 120k 130k 140k

CIVIL, STRUCTURAL & ENVIRONMENTAL ENGINEE... 4,965,901.6

CHEMICAL & BIOLOGICAL ENGINEERING 4,886,026.5

MECHANICAL AND AEROSFACE ENGINEERING 2,419,626.2

COMPUTER SCIEMCE AND ENGINEERING _ 2,252,576.5
ELECTRICAL ENGINEERING .

BIOMEDICAL ENGINEERING

Department

8,080.9

INDUSTRIAL & SYSTEMS ENGINEERING 668.8

Ok 500k 1,000k 1,500k 2000k 2500k 3,000k 3,500k 4,000k 4500k 5000k 5500k 6000k 6,500k

CPU Hour
mMo D N CPU Hours: Total —@— Number of Jobs Ended

201 301-01 1o 201 312-31 Sro: HPeDE. Powered by XDMoD/Highzhars
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QoS: Application Kernels

- Computationally lightweight
* Run continuously and on demand to actively measure performance
- Measure system performance from User’s perspective

* Local scratch, global filesystem performance, local processor-memory bandwidth, allocatable
shared memory, processing speed, network latency and bandwidth

- Proactively identify underperformina hardware and software

_n)MOD Helio, Bob Deleon (logout) =) Dashboard S My Proie () Avout [ i Contact Us~ (@) Help~

Summary = Usage Metric Explorer | Allocations App Kemels = App Kernel Explorer Report Generator Compliance  Custom Queries = Sci Impact = About

Duration: (3 Previous month= Start: 2014-1001  [3 Enc: 20141031 [3 | & Refresh | [f§Expon~ | @i Prnt ||, Change Indicators| [ ] Avatabie For Report

stampede.tacc.utexas.edu; IOR; POSIX N-to-1 Write Aggregate Throughput

g 1,000.00

Detect parallel filesystem performance drop off

MByte per Second
wi
(=]
o
o
o

U 2. 0ct 6. Oct 10. Oct 14. Oct 18. Oct 22. 0Ot 26. Oct 30. Oct
—@— |1 node: stampede.tacc.utexas.edu) - [2 nodes. stampede.tacc.utexas.edu]
IOR POSIX N-to-1 Write Aggregate Throughput [MByte per Second] IOR POSIX N-to-1 Write Aggregate Throughput [MByte per Second]

—&— [4 nodes: stampede.tacc.utexas.edu) —4— [8 nodes: stampede.tacc.utexas.edu)

IOR POSIX N-to-1 Write Aggregate Throughput [MByte per Second) IOR POSIX N-to-1 Write Aggregate Throughput [MByte per Second)
o 4. Change Indicator
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Measuring Job Level Performance

- Detailed job-level performance data

- Run on every cluster node and collects hardware counter data
« CPU usage, Memory usage, I/O usage

- Identify poorly performing jobs (users) and applications
« Support personnel/Users can use tools to identify/diagnose problems

“Traffic Lights”
Indicate poor core utilization

Job employs 32 cores but only 1 coreis \
active at a time with control swapping
between the 32 cores Minor change to
the submission script resulted in an A

improvement of a factor of 30

XDMoD

METRICS ON DEMAND

Time (America/New_York)
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Uses: Diagnosing Failed Jobs
Memory limit exceeded on 1 not
/
P .

Memory Usage o FLOPS

CPU User L1D loads

i ) ' CPU User

18:00 21.0ct 0500 12:00 1800 22.0ct 05.00 1200

Job starts and memory usage rapidly increases on all nodes
One of the compute nodes reaches the memory limit and fails

mMOD FLOPS and L1D loads crash

METRICS ON DEMAND The job failed but still consumes all resources
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Efficiency Tab

- Facilitates user support
« |dentify inefficient usage patterns and correct them

« Current efficiency metrics: CPU Usage, GPU Usage, Memory Usage, Homogeneity, Walll
Time Accuracy, Short Jobs

What is this analytic?
The chart below shows the percentage of time that the GPUs were busy compared to overall usage. Each point on the plot shows the GPU jobs for a particular user.

Why is this analytic important?
Making sure jobs use the right number of GPUs helps ensure that the compute resources are used efficiently.

How do | improve future jobs?
Try to ensure that the number of GPUs requested matches the number required. If a code is not using all GPUs adjust the configuration settings of the software to make use of all the requested

GPUs or consider requesting fewer GPUs in future jobs. If you have jobs with 0% GPU usage, double check that the code is compiled correctly to make use of the GPUs and is not defaulting to
CPU-only calculations.

GPU Usage
Nao filters applied.

(4] 2221 &

i T 1666

- e

o £ 11 L]

o £ . I

(@)) = - e Prusa, Jin

E 2 Awvg GPU % Active: Weighted by GPU Hour: 37 %

(7)) GPU Hours: Total: 831 GPU Hours

8 0 ® . . —— % sd
t) 100 75 50 25 0
C Avg GPU % Active: Weighted by GPU Hour

XDMOD Decreasing GPU Usage

METRICS ON DEMAND
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XDMoD Data Analytics Framework

« Provide analytic framework for direct access to rich
depository of performance and utilization data in
XDMoD data warehouse

« No reliance on XDMoD web portal E Il:é & & &

ACCESS Automated Data Scientist ~ Data Scientist ~ Data Scientist
i Track S&E
« GUI Built on Jupyter notebooks Services  Workflows I I )
A A 7N 150 b,
- Python and R interfaces for automated workflows and } e (o e

Interface Interface
A

expert users

—E— Python API
A

1
REST API

A
‘ Database \

XDMoD

METRICS ON DEMAND
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Open XDMoD - OnDemand Integration

 Provide XDMoD information directly to OnDemand users Can access job viewer in

versi Jobs Efficier pan XODMD B i i
G5 El;:;?é;a;;;&é:)mputational Research i e asingle click

OnDemand provides an integrated, single access point for all of your HPC resources.

98.4% efficient 1.6% inefficent

ety OB esssssssesssssss =PV erall job efficiency summary

7 inafficent jobs 451 total joks
ﬁ > 98.4% cfficient 1.6% inefficent
L] ——

Pinned Apps A featured subset of all available apps

Active Jobs Homa Diractory Acadamic Clustar 7 inafficant jobs/451 total jobs Core Hours Efficiency Report - Opan KOO
Shall deces 2021-07-24 to 2021-08-23
s cy Report - Opan XDM=D B
2021-07-24 to 2021-08-23
P 99 4% efficient 0.6% inefficent
SRS 99.4% officient 0.6% inefficent
— 101
g g g g —— =P Core hours efficiency summarn
2312 8 inaffizent core howrs /3823127 totl cors 23148 nefficent core hours/ 362312 7 total cora :
nowrs

Academic Clustar {UB- Acadamic Clustar (UB- Faculty Olustar Faculty Oustar

MR Datitp M) Diasicteg - Dasitzg Dasitag - Advanzad Recently Completed Jobs - Cipan XDM=D
Advanced Options Optizns 2021-07-24 to 2021-08-23
Systam Instalied App Systam Installed App Fecen

thy = Opan XDdAoD
2021-07-24 to 2021-08-23

D Mame Date  CPU
cusTE SaD ¥ e
saoTial SAD P
crm s P D Hame Date  CPU
sa0sa FiSBATCH :
RRCI Viuaization iz ada - CUDA Viz Mada- OpanGl Viz Mada - OpanGl S = B 52 = SAD &1
- Desitzg —— DISABLED Dasinzp suunl  SaD ¥
£420714 SAD a7
088 interactive ¥
wcnl s B s 411077 I SAD ae
i 058 hpeg & [221) - —
o e o cpconzl  FSEATCH WS
P

£402450 B SAD

s7nu0 @ SAD &z &40345; 85
TALr08 B nteractive g4

Showing first 10 of 451 jobs. Saa your Opan
XDMaD dashbo:

FE0EBEDEE S

TR sshzzard B for mare infarmatizn. 6394583 19 an i
Tamzxs B hpcg FTe]
EEEE -] SAD a3
.o sz7ae B SAD a2

Jupyter

:i

o N
pﬁ);:mcumr Showing first 10 of 451 jobs S your Opan
e e XDol dashboard [ for more information.
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OnDemand — Open XDMoD Integration

« View OnDemand usage in XDMoD

 Who is using OnDemand?
 What are they running?
 Where are they running from?

Number of Sessions: by OnDemand Application

sys/dashboard
sys/shell
syslfiles

syslfile-editar

sys/activejohs
sys/bc_deskiop/91-opengl (sy...
sysibc_desktop/10-ubhpc (sys...

OnDemand Application

sys/bc_desktop/11-ubhpc_adv ...
sys/bc_desktop/90-cuda (sys/...
sys/jupyter_quantum_chem (sy...

Avg of 14 others

[
=

100

Mumber of Sessions
mMOD I rumber of Sessions

METRICS ON DEMAND 2021-01-01 to 2021-12-31 Src: Open OnDemand server logs. Powered by XDMoD/Highchans

[
=

10k 100k
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Demo

XDMoD

METRICS ON DEMAND
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ACCESS MMS Team

- University at Buffalo — Center for Computational Research

« Matt Jones, Bob DelLeon, Joe White, Nikolay Simakov, Ryan Rathsam, Gregary Dean, Conner Saeli,
Andrew Stoltman, Aaron Weeden, Josh Furlani

- Roswell Park
« Tom Furlani (P1)

- TACC

» Stephen Harrell, Matt Cawood (performance monitoring), Jennifer Schopf (Netsage)

- Tufts
» Abani Patra (performance monitoring)

- Case Western
 Vipin Chaudhary (application anomaly detection)

- SDSC
« Shava Smallen (CloudBank)

- Support:
« NSF Awards: 2137603, 1445806, 1025159

XDMoD S ACCESS | Advancine

METRICS ON DEMAND
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Thank Youl!

Questions?

XDMoD

METRICS ON DEMAND



Danke!
Thank you for
attending!

Please fill out the post-tutorial survey

We value your opinions!

Ohio Supercomputer Center
An OH-TECH Consortium Member
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Funding and other acknowledgements:

« OnDemand is supported by the National Science Foundation — award numbers
NSF#1534949 and NSF#1935725

 Open XDMoD is supported by the National Science Foundation — award numbers ACI
1025159 and ACI1 1445806 and OAC 2137603

« We gratefully acknowledge the partnership with Virginia Tech on our current NSF project



https://www.nsf.gov/awardsearch/showAward?AWD_ID=1534949
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1835725
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http://nsf.gov/awardsearch/showAward?AWD_ID=1025159
http://nsf.gov/awardsearch/showAward?AWD_ID=1445806
https://www.nsf.gov/awardsearch/showAward?AWD_ID=2137603
https://arc.vt.edu/
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Other places you'll find us at ISC 2023:

Open OnDemand User Group Meeting (BOF): Wed, 5/25 3:10-4:10pm

Booth #E524 - During Exhibition Hall hours

Staff are available after the tutorial concludes for
specific questions. Please also join us on Slack!

https://tinyurl.com/hpctoolset



https://tinyurl.com/hpctoolset
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How to reach us:

Center for Computational Research — https://buffalo.edu/ccr

Open XDMoD - https://open.xdmod.org/

ColdFront — https://coldfront.io

Ohio Supercomputer Center - https://www.osc.edu/

OnDemand - https://openondemand.org/



https://buffalo.edu/ccr
https://open.xdmod.org/
https://coldfront.io/
https://www.osc.edu/
https://openondemand.org/
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